
 

 

Answer on Question #84767 – Math – Statistics and Probability  

Question 

Say true or false with reason. A maximum likelihood estimator is always unbiased.  

 

 

Solution 

False. Consider a sample of 𝑁(√𝜃, 1). Find the maximum likelihood estimator of 𝜃.  

𝐿(�⃗�, 𝜃) =
1

(√2𝜋)
𝑛∏ exp(−

(𝑥𝑖−√𝜃)
2

2
)𝑛

𝑖=1   

log𝐿(�⃗�, 𝜃) = −
𝑛

2
log(2𝜋) −

∑ (𝑥𝑖−√𝜃)
2𝑛

𝑖=1

2
  

∂

∂𝜃
log𝐿(�⃗�, 𝜃) = −

1

2√𝜃
(𝑛√𝜃 − ∑ 𝑥𝑖

𝑛
𝑖=1 )  

The maximum is for  

𝜃 = (
∑ 𝑥𝑖
𝑛
𝑖=1

𝑛
)
2

 - this is the maximum likelihood estimate for 𝜃. 
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This estimate is not unbiased. 
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