
Answer on Question #70766 – Math – Statistics and Probability 
 

     Question 
1. Suppose 𝑋 and 𝑌 are independent continuous random variables. Show that 

𝐸[𝑋|𝑌 =  𝑦]  =  𝐸[𝑋] for all 𝑦. 
 

Solution 

𝐸[𝑋|𝑌 = 𝑦] = |𝑏𝑦 𝑑𝑒𝑓𝑖𝑛𝑖𝑡𝑖𝑜𝑛| = ∑ 𝑥𝑖𝑃{𝑋 = 𝑥𝑖|𝑌 = 𝑦}

𝑖

= ∑ 𝑥𝑖𝑃{𝑋 = 𝑥𝑖}

𝑖

= 𝐸[𝑋]. 

 
 

Question 
 
 

𝟐.    The joint density of 𝑋 and 𝑌 is 
𝑓 (𝑥, 𝑦)  =  (𝑦2  −  𝑥2)  𝑒−𝑦,        0 <  𝑦 <  ∞ ,     −𝑦 ≤  𝑥 ≤  𝑦. 

Show that 𝐸[𝑋|𝑌 =  𝑦]  =  0.  
Solution 

𝐸[𝑋|𝑌 =  𝑦] = ∫ 𝑥
𝑓(𝑥, 𝑦)

𝑓𝑌(𝑦)
𝑑𝑥

∞

−∞

. 

𝑓𝑌(𝑦) = ∫ 𝑓(𝑥, 𝑦)𝑑𝑥

∞

−∞

= ∫(𝑦2 − 𝑥2)𝑒−𝑦𝑑𝑥

𝑦

−𝑦

= 𝑥𝑦2𝑒−𝑦|−𝑦
𝑦

−
𝑥3𝑒−𝑦

3
|−𝑦

𝑦
=

4

3
𝑒−𝑦𝑦3. 

Hence, 

𝐸[𝑋|𝑌 =  𝑦] =
3

4
∫

𝑥(𝑦2 − 𝑥2)𝑒−𝑦

𝑒−𝑦𝑦3
𝑑𝑥

∞

−∞

=
3

4𝑦
∫ 𝑥𝑑𝑥

∞

−∞

−
3

4𝑦3
∫ 𝑥3𝑑𝑥

∞

−∞

= |𝑡ℎ𝑒 𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑙 𝑜𝑓 𝑡ℎ𝑒 𝑜𝑑𝑑 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑖𝑛 𝑎 𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑖𝑐 𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 𝑖𝑠 𝑧𝑒𝑟𝑜| = 0. 
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